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Information flow dynamics and timing patterns in the arrival of email viruses
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Analysis of the timing of the arrival of email viruses at different computers provides a way of probing the
structural and dynamical properties of the Internet. We found that the intarbaisveen the arrival of four
different strains of email viruses have a power law distribution proportiortaltowhere 1.5<d<3.2 and that
there are positive correlations between these intervals. Salient features of the data were reproduced with a
model having subnetwork units of different size where the structural components and the dynamical compo-
nents all have power law scaling relationships with the size of the units. This is an assumption, that we hope
will encourage empirical evaluation of these relationships.
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Many social, biological, engineering, and communication The probability density function(PDF P(t)=N(t,t
systems may be modeled as complex networks. Because efdt)/(N;dt), whereN(t,t+dt) is the number of times
the widespread connectivity of the Internet, much attentiorbetween the arrival of viruses within the intervalt(+dt]
has been given to the organization and transmission of inforand N+ is the total number of times. The usual method to
mation on large finite networks, particularly with respect toevaluate the PDF is to form a histograméft,t+dt) with
virus attackg1,2]. One such example is the small-world net- @ fixed bin sizedt. The problems with the method are the
work [3], where a regular network is combined with a few following: (1) If the bin sizedt is chosen to be small, then
random interconnections. Similar models have generated stéere are few times in the bins at large?2) if the bin sizedt
tistical cluster analysis based on percolafidh) scaling laws is chosen to be large to capture more times in the bins at
[5], and control of informatioi6]. Recent work on Internet larget, then good resolution at smalis lost. We overcome
connectivity has shown that with the right scaling law, thethese limitations by using a multihistogram method that
Internet is robust when computer attacks remove certaigombines PDFs generated from histograms of bins of differ-
nodes[7]. Moreover, percolation theories have been used t@nt size, and is more accurate in forming the PDFs from the
model the propagation of an epidemic probabilisticaiy. known test data of several different functional forms includ-
By examining properties of epidemic outbreaks on networksing single exponential and power law distributidis].
theories of control have been modeled as j@#11]. Al- Figure 1 illustrates the PDP(t) of two of the four vi-
though epidemic modeling on networks has generated prolyuses, which are all approximately straight lines on a plot of
ability models of control, most of the previous scaling law In(P) vs In(t), wheret is the time intervalin day9 between
models do not consider the dynamics of the rate of informathe arrival of the viruses. Thus, the PDF has the power law
tion sent from different cluster sizes, which we argue is im-form that P(t) is proportional tot~%. The exponentsl de-
portant in understanding rates of transmission |§%4. In  termined from the slope of the best least squares fit ¢¥)In(
this paper, we show from data and a model that the arriva¥s In{t) were 1.51 for AnnaKournikova, 3.19 for Magistr.b,
times of email viruses at different computers depend on bot2.40 for Klez.e, and 2.69 for Sircam.a.
the structural and dynamical properties of the Internet. The Hurst rescaled range method analyzes the depen-

Data for email virus receipt have been collected by a prodency of the range of the fluctuations as a function of the
vider in the UK [13]. The provider is a monitoring node window size over which they are measurfl?,18. The
(MN) that monitors the emails passing from Internet serviceangeR in each window is measured as the difference be-
providers to their client computers. Their software detectdween the maxima and minima of the running sum of the
emails infected with viruses and deletes the viruses. It maindata values minus the mean and is then divided by the stan-
tains records of the arrival dates and times as well as assigatard deviationSin that window. The size of the windows is
ing a unique integer to each IP address. The number of acalled the lags. This method is good at determining if there
rival times analyzed for four common virusdd4,15  are long range self-similar correlations present in the data
AnnaKournikova, Magistr.b, Klez.e, and Sircam.a, respecfrom a plot of InR/S) vs In(7).
tively, are 20883, 153518, 413182, and 781626. These As shown in Fig. 2, the Hurst rescaled range plots of
were recorded, respectively, over 57.249 déstmrting 12  In(R/S) vs In(7), the viruses can be fit with straight lines, with
February 2001 13:21 UT 288.875 daysstarting 4 Septem- H>0.5, indicating that there are significant correlations in
ber 2001 12:49 UY, 154.629 daysstarting 16 January 2002 the times between the arrival of the viruses. The valuds of
18:47 UT), and 338.109 daysstarting 17 July 2001 7:27 determined from the slope of the best least squares fit of
UT). For each virus, we determined the probability densityin(R/S) vs In(r) were 0.80 for AnnaKournikova, 0.80 for
function and the Hurst rescaled range analysis of the timeMagistr.b, 0.82 for Klez.e, and 0.86 for Sircam.a. However,
between the reported arrivals of the virus. there are also significant deviations from the simplest
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straight line fit. SinceH>0.5, there are persistent, positive for files, the number of files with transfer timeis propor-
correlations between the arrival times of the viruses but théional tot™", wherew characterizes the scaling pattern of
deviations from linearity mean that these correlations are naemporal behaviof23,22. To combine structural and dy-
so simple as exactly self-similar ones. namical properties into one model, we assume that subnet-
Values of the slopé&l>0.5 on the plots of IFYS) vs In(r)  works of the Internet are grouped into the units of $iz€he
can also result from short term as well as long term correlaviruses sent from any of thk computers within each unit
tions[19]. However, sincéd >0.5, whether caused by short will first pass through its local area network and then through
term or long term processes, these are persistent, posititbe gateway which connects that unit to the rest of the Inter-
correlations. It is surprising, and perhaps counterintuitivenet.
that viruses transmitted by different independent sources ar- The MN receives emails from these units on their way
rive at their receiving computers strongly correlated in time.toward the receiving computers of the Internet service pro-
It is known that both the structural and dynamical prop-vider. As shown in Fig. 3, we picture emails transmitted from
erties of the Internet display power law scaling relationshipsdifferent numbers of units of different sixe We assume that
For example, in structure, the number of nodes that redwire there aren(k) units of sizek. We further assume that only
links to reach another node is proportionalkio”, wherev one unit transmits at a tin{@5]. During each transmission, it
characterizes the scaling pattern of spatial connectivitsendse(k) viruses each separated by a constant tim#/e
[20,21]. In dynamics, the distribution of the transfer times assume that the structural propertieék), and the dynami-
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FIG. 3. (Color) We model the email viruses as transmitted from
the units ofk computers. There ane(k) =k~ 2 units of sizek. At
each event, one unit sené$k)=k" viruses separated by a time
t(k)y=k™¢.
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cal propertiesge(k) andt(k), all have power law scaling
relationships with the number of computédesn each unit.
Thus,n(k) is proportional tk~2, e(k) is proportional tok®,
andt(k) is proportional tok ™~ °.

The relative number of viruses received from units of size
k is n(k)e(k)=kP~2. We now use the relationship between
the time between the arrival of the viruses, nanték) pro-
portional tok ¢, to determine the relative number of viruses
received from units of siz& in terms of the timd. Namely,
sincek is proportional tot ¢, thenn(k) is proportional to
2 ande(k) is proportional tat ~?'¢. Thus, the relative num-
ber of viruses received from units of size n(k)e(k)
:ta/c—b/c_

The number of times that the timg,between the arrival
of the viruses is in the rangd,{+ dt] depends on the rela-
tive number of viruses(k)e(k). If n(k)e(k) is proportional
tot™", then Iin(k)e(k)] is proportional to—r In(t), and its
associated distribution with respect to thp(P(x)=exp
(—=rx) wherex=In(t). The relationship betweeR,(x) and
P(t) is given by P,(x)dx=P(t)dt. Thus, P(t)
=P, (x)|dx/dt|. Since dx/dt=1/t and P,(x=In(t))=t"",
P(t) is proportional tot ", Since, n(k)e(k)=t",
wherer =—al/c+b/c, this means thaP(t) is proportional
to t~(1-¥¢Tb/O) The PDF of all four viruses has the form
that the P(t) is proportional tot~ 9. Henced=1-alc
+bl/c.

This relationship for the PDF is confirmed in the results of
numerical simulations computed imTLAB shown in Fig. 4.
We simulated a network with units ranging in size from 1 to
1000 elements over 200 equally spaced logarithmic steps.
First, a unit was chosen at random with probability propor-
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FIG. 4. (a) The probability density functio®(t) of the intervals (in day9 between the arrivals of viruses computed from a numerical
simulation of the model where the parameters2, b=2, andc=2. The PDF has a power law distribution®, like the data in Fig. 1. The
value of d computed from this numerical simulation was 1.04, compared to 1 determined analytically from this model. The hlue of
depends on the parametexsh, andc. (b) The Hurst rescaled range analysis of the intervalstween the arrivals of viruses computed from
a numerical simulation of the model where the parametet®, b=2, andc=2. The slope of IR/S) vs In(7), the Hurst exponent, is

H=0.72.
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tional to n(k). It then generate@(k) viruses att(k) inter-  merical simulations have overall slopestd=0.74 andH

vals between the viruses. A total of at least 104857811 =0.72. SinceH>0.5, there are persistent, positive correla-
virus arrival times were computed. The multihistogramtions between the arrival times of the viruses. It is interesting
method was then used to compuRét) and the slopel de-  that these time correlations, which are seen in the experimen-
termined from best least squares fit offp{s Int). Numeri-  tal data, are also generated by this simple model. The model
cal simulations were computed for the cases whereb  also deviates from linearity in the IR(S) vs In(r) plot. The
=c=2; anda=0 andb=c=2. The numerical resultd  asymptotically horizontal line at small lags is due to the fact
=1.04 andd=2.04 compare favorably with the analytic re- that the times between the arrivals of the consecutive viruses
sults thatd=1 andd=2, respectively. from the same unit are equally spaced and so as the Rnge

Some interesting conclusions can be drawn from the relagng the standard deviati®both approach zero, the limit of

tionshipd=1-—a/c-+b/c, which relates the structural prop- g5 annroaches 1. It is also interesting that some of these
ertles(a).and dynam|_cal propemesb(.c, andd) of the In- ame trends, although less pronounced, are seen in the ex-
ternet. First, the relative number of viruses received from al erimental data, namely, the RIS) plot first falls below the

the units of size is proportional tok®"?. The exponenti linear trend and then meets it or rises above it.

—a)=c(d—1)>0 whend>1. That is, whend>1 rela- The analysis of the statistical properties of the arrival

tively more viruses are received from the larger units thar{imes of email viruses provides a way to probe the interac-
from the smaller units. Whed< 1, the situation is reversed . P ytop

and and relatively more viruses are received from the smallgions betwien the struct_ural and dyngmulzal prop_er:tles c.)f tf:e
units. Sinced>1 for all four viruses studied here, more vi- Internet. These properties can be simulated with a simple

ruses are received from the larger units. If a virus was found0d€! with units of different sizes where the number of units
whoseP(t) was proportional ta~ 9, whered<1, this would and the numbers and rates at which they send viruses scale as

indicate that more viruses were being received from smallef POwer law of the size of the units. This model well repro-
units instead. Thus, the critical value @ 1 may be useful duces the distribution of the timdsbetween the arrival of
in diagnosing different transmission scenarios. viruses, P(t), and approximately reproduces some of the
Second, the time between the receipt of viruses from &orrelation properties present in the experimental data. It also
unit of sizek is proportional tot™¢ where c=(b—a)/(d provides some insight into the fact that the PDF is propor-
—1). Sinced>1 for all the four viruses studied here, this tional tot™9. For the virus data analyzed here, where 1.5
means that wheb>a, the rate of receiving viruses is larger <d=<3.2, the model implies that more viruses are received
from the larger units, and whem<a, the rate of receiving from larger units. However, if the data from a virus head

viruses is larger from the smaller units. <1, then that would mean that more viruses were received
We computed the Hurst rescaled range numerically fronfrom the smaller units.
this model for the cases wheee=b=c=2; anda=0 and This work was supported by the Office of Naval Re-

b=c=2. The InR/S) vs In(7) plot computed from the nu- search. We thank Julie Tarr for tracking down the data.
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