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We discuss properties of cw and time-resolved photoluminescence (PL) as well as photoluminescence ex-
citation (PLE) from co-doped ZnSe:Cl,N samples. These samples are characterized by the presence of the 
potential fluctuations due to charged donors and acceptors. We compare intensity dependent cw PL with 
the theory and find a good agreement. We also find that the material parameters obtained from cw PL and 
time-resolved PL agree well. 
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1 Introduction It is widely accepted that the Coulomb potential fluctuations due to charged impurities 
play a major role in the photoluminescence (PL) from heavily compensated semiconductors (see, e.g. 
Refs. [1-4]). One of the most interesting and direct evidence about the presence of the Coulomb potential 
fluctuations as well as their effects on PL was given by Behringer et al. [3] who studied co-doped 
ZnSe:Cl:N. Such an intentional simultaneous introduction of donors and acceptors allows one to vary the 
magnitude of the fluctuating potential in a somewhat controlled manner, which is important for our fur-
ther discussions. 
 We present in this paper the experimental data on a series of similar co-doped ZnSe:Cl:N samples, 
which will clearly exhibit properties associated with the Coulomb potential fluctuations and which we 
shall describe qualitatively and, where possible, quantitatively, comparing with previously developed 
theories [2, 4].  
 
2 Samples The samples studied in this work were grown by molecular beam epitaxy (MBE) and their 
characteristics are shown in Table 1. The net impurity concentrations were measured by electro-chemical 
CV profiling, and Cl concentrations were estimated from the flux.  
 

Table 1 Co-doped ZnSe:Cl,N samples. 

Sample No. Cl Concentration, cm–3 Net impurity Concentration, cm–3 

A  2×1016 3×1017 
B  2×1017 3×1017 
C  6×1017 3×1017 

 

3 CW photoluminescence In Figs. 1(a)–(c) we show cw PL from the co-doped samples at different 
excitation intensities. At the highest excitation intensity, sample A (Fig. 1(a)) exhibits a shallow donor- 
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acceptor pair (DsAP)-like emission accompanied by phonon replicas; sample C (Fig. 1(c)) shows no such 
structures and its PL is significantly shifted to the red; sample B (Fig. 1-(b)) exhibits the “intermediate” 
behavior. All the PL spectra obtained from these samples at low excitation intensities are peaked well 
below 2.666 eV that corresponds to the lowest DAP emission energy for N acceptor and a “deep” donor 
associated with nitrogen doping [5]. Furthermore, in the samples with higher degree of compensation the 
recovery, if any, of phonon replicas occurs at higher excitation intensities, as expected from the theoretical 
prediction [4]. We note that we did recover phonon replicas in sample C under pulsed laser excitation.   
 All three co-doped samples show large PL energy shifts as functions of excitation intensity with such a 
shift larger in samples with higher degree of compensation. The explanation to the observed behavior has 
been given previously based on the quasi-Fermi levels shifts [4] as well as due to screening effects [1–4]; 
both occur due to the increase in the concentration of neutral species caused by photogenerated carriers.  
 We concentrate here, however, on the fact that the approach outlined in Ref. [4] allows one to quantify 
such shifts and thus to verify the theory, if concentration of the impurities is known. For this, in the inset 

in Fig. 1(c) we plot for sample C the PL peak energy vs ln G− , where G is the normalized excitation 
intensity in arbitrary units and G < 1 [4]. We have chosen this sample because we do not see the recov-
ery of the phonon replicas, and therefore we can neglect the changes in the screening radius. The PL 

peak energy vs ln G− is a linear function, the slope (S) of which is expressed as [4] 

22 /g sS T e Rε= ,              (1) 

where Tg is the so-called freezing temperature in energy 
units [2] and Rs is the screening radius [2,4]. The S 
value obtained from the inset in Fig. 1(c) is ~51 meV. 
Tg and Rs are interdependent via [2, 4] 
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where DN +  and AN − are the concentrations of ionized 
donors and acceptors respectively. At low temperatures 
and low excitation intensities (present experimental 
conditions), one can assume that DN +  ≈ AN −  (sample C 
is n-type). Thus, if one knows S and Rs, independently, 
the theory can be checked by calculating the concentra-
tion of the charged impurities and comparing it to that 

Fig. 1 The intensity dependent photolu-
minescence of (a) sample A, (b) sample B 
and (c) sample co-doped ZnSe:(N,Cl) with 
increasing concentration and compensation 
(Table 1); C the inset shows the peak posi-
tion for sample C as a function of excita-
tion intensity. 

Fig. 2 The PLE spectra (dashed line) for Sample 
C. PL with above bandgap excitation (solid line) is 
also shown.  

2.5 2.6 2.72.5 2.6 2.7 2.0 2.2 2.4 2.6

(b)

 

 

2.597 eV

2.630 eV

2.677 eV

2.693 eV

Energy (eV) 

(a)

I
0

7 I
0

256 I
0

1762 I
0

P
L

 I
n

te
n

s
it
y
 (

a
rb

. 
u

n
it
s
)

2.644 eV

2.665 eV

2.690 eV

2.700 eV

Energy (eV) 

(c)

2.562eV

2.578eV

2.634eV

2.671eV

Energy (eV)

1 2 3

2.55

2.60

2.65

(-lnG)
1/2

 (arb. units)

 

 

 P
L

 P
e
a
k
 P

o
s
it

io
n

 (
e
V

)

2.3 2.4 2.5 2.6 2.7 2.8

 

 P
L

 (
P

L
E

) 
N

o
rm

. 
In

te
s
n

ti
y
 (

a
rb

. 
u

n
it
s
)

Energy (eV)



688 I. L. Kuskovsky et al.: Optical properties of semiconductors with the Coulomb potential fluctuation 

© 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 

given in Table 1. We note that by introducing the screening energy 
as 2 /s sE e Rε= , we can obtain Rs independently from S. Indeed, the 
presence of the potential fluctuation leads to the formation of local-
ized states, which are phenomenologically described by the expo-
nential “tailing parameter”, E0, which can be obtained from the 
absorption experiments (see e.g Ref. [6]). Thus, one can postulate 
that Es can be replaced by E0 since both parameters increase with 
increasing fluctuations. We further note that at low temperatures the 
absorption spectra could be replaced by photoluminescence excita-
tion (PLE) spectra, especially in the band-edge region [7]. Thus, we 
assume that the localization energy obtained from the PLE corre-
sponds to the screening energy Es. Using the definition for E0 [6]: 

               
0

expPLE

h
I

E

ν 
∝ − 

 
                   (3) 

as well as the PLE spectrum shown in Fig. 2, we estimate E0 ≈ 
16 meV, which results in Rs ≈ 100 Å for ZnSe. Thus, combining 
Eqs. (1), (2), we obtain AN −

≈ 2 × 1017 cm–3, giving the total DN +  ≈ 5 
× 1017 cm–3, which is in excellent agreement with the total donor 
concentration of 6 × 1017 cm–3 (Table 1). 
 

 
4 Time-resolved photoluminescence We have used pulsed laser PL to attain several goals. First, the 
pulsed laser we used allow us to observe recovery of phonon replicas in sample C (not shown here), 
which we could not do with the cw laser (Fig. 1-(c)).  Second, we have observed that the PL shifts to the 
red with the increasing delay time, confirming the DAP origin of the PL. Third, to further understand the 
role of the potential fluctuations we performed the following experiment. We have excited PL with a 
pulsed laser with ~3 ns pulse width and 20 Hz repetition rate, but have employed a cw detection scheme, 
using a photon counter with a gate of 0.4 s. The results are shown in Fig. 3 for all three samples (the cw 
PL results obtained with the lowest excitation intensity are shown for comparison).  Such an experiment 
allows one to detect the part of an emission band that has the slowest decay. In the case of DAP PL it 
means the emission from the most distant pairs [8].  From Fig. 3 we see that the samples with stronger 
potential fluctuation show the PL peak obtained with the pulsed laser excitation at higher energies than 
that obtained using the cw excitation, and the energy separation increases with increasing compensation. 
It is important to note that such a blue shift does not arise from higher excitation intensity of the pulsed 
laser, since at the long times the concentration of photo-generated carriers is severely depleted, and the 
quasi-Fermi levels are expected to be close to those in the cw case.  
 To understand these data one has to remember that in the presence of the potential fluctuations, differ-
ent DA pairs can emit light at the same wavelength [2]. However, the decay time of a given pair is de-
termined, for the most part, by the distance between the donor and the acceptor, if the radiative recombi-
nation rate, Wmax, is constant. Therefore, there will be pairs that decay very slow but emit light corre-
sponding to the high energy side of the spectra.  
 In the absence of fluctuations the emitted photon energy and a pair separation are uniquely related [8] 
so that distant pairs emit light at longer wavelengths. Thus, if there are no potential fluctuations (or they 
are small), cw spectra under low excitation and the pulsed laser induced PL should coincide since both 
correspond to the photons emitted by the slowest (the most distant) pairs. On the other hand, in the pres-
ence of the potential fluctuations the cw detected pulsed laser induced PL should be shifted to the higher 
energies, since, due to “wavelength mixing” [2] some distant pairs, which contribute to the slow decay, 
will emit at higher energies. Obviously, the energy difference between two types of spectra would be 
larger in samples with the stronger fluctuations. We indeed observe such a behavior (Fig. 3). 

Fig. 3 Comparison of pulsed laser 
induced PL detected within a cw 
scheme (solid lines) and the cw PL 
(dashed lines) for (a) sample A, (b) 
sample B, and (c) sample C. 
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 We next show the time-dependent PL obtained from 
the sample C which is characterized by the strongest fluc-
tuations (Fig. 4). The decay is non-exponential and it has 
a very long tail as predicted for samples with strong po-
tential fluctuations and as observed in heavily doped and 
compensated ZnSe:N [2]. The material parameters then 
can be obtained from the asymptotic formula [2] and then 
compared with those obtained from cw PL. Thus, we use 
the following expression [2]: 

2
3 3(ln )

~ exp 0.483( ) (ln ) , ,PL D A B
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 − − →∞ 
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(4) 

where maxt tW=�  and RB is the Bohr radius of the shallow-
est impurity (Cl donor in our case). We shall define the 
“start” of asymptotic behavior at t = t0 + 500 ns, where t0 
corresponds to the peak of the laser pulse. Such a choice is 
appropriate since for ZnSe the theoretical radiative re-
combination rate is Wmax = 2.7 × 109 s–1 [9, 10]. The fit 

shown in the inset in Fig. 5 is obtained with the following parameters: Wmax = 2.74 × 109 s–1 and (ND – 
NA)RB

3 = 0.0098. Taking RB = 36 Å, we obtain the net donor concentration of   ND – NA = 2.1 × 1017cm–3, 
which is in good agreement with that obtained from cw PL (see above) and ECV measurements (see 
Table 1).  
 
4 Conclusions This work has allowed us to better understand the following issues: (1) the magnitude 
of fluctuations depends on the doping levels and the compensation; (2) ionized impurities “contribute” to 
both the recombination and the potential fluctuations; (3) the slow decay arises from the “wavelength 
mixing”, confirming the model given in Ref. [2]; (4) at low excitation intensities the PL peak shift as 
square root of logarithm of excitation intensity, confirming the model given in Ref. [4]; (6) both models 
(for TRPL and CW PL) are mutually consistent.  
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Fig. 4 Time-resolved PL from sample C. The 
inset shows the long times tail with the fit using 
Eg. (4) (solid line). 


